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Agenda

LABDRIVE introduction (60 mins) 9:30-10:20
Architecture and overview 35 mins 9:30-10:05
How research content is to be organized 25 mins 10:05-10:30
Break 15 mins 10:30-10:45
Configuration (70 mins) 10:45-12:10
Users and Permissions 15 mins 10:45-11:00
Archival organization 10 mins 11:00-11:10
Container — concept and usage 15 mins 11:10-11:25
Introduction to metadata — concept and usage (container, item & tags) 15 mins 11:25-11:40
Metadata configuration 15 mins 11:40-11:55
Break 15 mins 11:55-12:10
Operations (110 mins) 12:10-13:20
Create a data container 10 mins 12:10-12:20
Upload content 10 mins 12:20-12:30
Download content 10 mins 12:30-12:40
Searching 20 mins 12:40-13:00
Lunch Break 30 mins 13:00-13:30
LABDRIVE functions & workflows 20 mins 13:30-13:50
Storage mode transitions 10 mins 13:50-14:00
Reports 10 mins 14:00-14:10
Advanced operations — Jupyter Notebooks & reproducibility 20 mins 14:10-14:30

Q&A & Conclusions

(15 mins)

14:30-14:45

Main concepts and
platform benefits

Adapting it to your
needs

Day to day operation
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About LIBNOVA

LIBNOVA is market leader in
digital preservation and digital content

archiving.

Organizations use our solutions to safeguard and provide access to
their valuable digital assets for the long term, either by using our

cloud platform or by deploying our software on their own premises.

&

Founded in 2009. Modern
architecture. Massively
adopted during the last 5 years.

Present in 17 countries.
Some of the largest and most
demanding organizations worldwide
are using our platforms.

U

We work with them with a long-
term, partnership approach.

Self-sustained company, no risk
capital, no debt.
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LABDRIVE Introduction:
Overview
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Introduction

LABDRIVE is a Research Data Management and Preservation
platform.

Its design principles are:

= Unified: It enables organizations to combine their research content in a single, unified,
rationalized platform.

= Comprehensive: It allows organizations to capture the research data they produce,
helping them to properly manage, preserve and allow access to it, during the whole
data lifecycle (and not only at the end of the cycle).

= Open: I1S0O16363, 1SO27001, ISO27017, ISO27018 certified. 100% of the information cab

be easily exported. No exit barriers. User-extensible. .



Unified

LABDRIVE allows organizations to organize and unify their content:

Transition from a siloed approach in which
each series of datasets, experiments,
departments or units are using multiple,
disaggregated systems to keep content

To a unified repository that can adapt to the
particularities of each dataset, unifying all content in a
single platform.

* Risk management

* Publishing/rights management
* Permissions control

* Policies management

* Infrastructure management

* Cost control

_ .



Comprehensive

LABDRIVE is a comprehensive solution:

= Management, not only archiving: It allows organizations to capture the research data they
produce, helping them to properly manage, preserve and allow access to it, during the whole
data lifecycle (and not only at the end of the cycle) .

Processing

and Publishing

Planning Collecting

research data . and sharing
Analyzing

Preserving Re-using

Y
LABDRIVE . _
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Comprehensive

LABDRIVE is a comprehensive solution:

= Unique approach to package generation: Packages don’t need to be fully defined for ingestion.
They can be enriched and modified over time. LABDRIVE manages the complexity.

= Adapts to different needs: Organizations can create working areas with different access
methods, metadata schemas, workflows, permissions, rights, storage and cost.

= Scales: 15PB ingestion has been demonstrated (at 500TB/day ingestion rate)

_ .



LABDRIVE is based on open standards and has a clear exit path. ETS

= Externally certified alignment to OAIS and 1S016363: 15016363 is the gold R

standard in digital preservation. LABDRIVE is getting certified in July 2022.
Platform allows to create fully supports the OAIS Information model.

= Fully aligned with the TRUST and FAIR principles.

= The platform is certified and externally audited in some of the most
demanding security and compliance standards: ISO27001, 1SO27017,

1ISO27018. BTAB
= 100% of the information can be retrieved at any time. Can run in the cloud T ;R/g ST
or on-premises. ===
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Recap

LABDRIVE is a Research Data Management and Preservation
platform.

Its design principles are:

= Unified: It enables organizations to combine their research content in a single, unified,
rationalized platform.

= Comprehensive: It allows organizations to capture the research data they produce,
helping them to properly manage, preserve and allow access to it, during the whole
data lifecycle (and not only at the end of the cycle).

= QOpen:I1S0O16363, 15027001, 1ISO27017, 1SO27018 certified. 100% of the information cab
be easily exported. No exit barriers.

_ .
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Architecture

JUPYTER
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text,
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integrity
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LABDRIVE
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Cloud-native, events-oriented architecture

#

— Database /
Event
Storage . venh |
Triggers event ispatcher
e.g.: “New file”
Processors
Nuclio / etc.

Triggers new event
“AV Scan this file”

Triggers new event
“Save this report”

= Users are able to talk directly and transparently with the AWS S3 storage
-> The platform becomes massively scalable (up/downloads)
-> Massively interoperable. Anything that works with S3 can be used to preserve or to interact with
preserved data: scripting, SDKs, etc. but also Analytics tools, reporting, reproducibility environments,
etc. Thousands of components can be easily connected.

_ .



LABDRIVE Introduction:
How research content is to be organized
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How research content is to be organized

= LABDRIVE offers a great degree of flexibility on how information is organized
when in the platform, and it is able to adapt to any kind of data structure.

= |n LABDRIVE, there is no imposed data structure: organizations and users are
in charge of defining their own data models for their content.

= What are the tools LABDRIVE provide for you to do so?
= Archival structure/nodes
= Data containers
= File/folder structures
= Per-item metadata
= Workflows (Functions)
= Compliance reports

_ .



How research content is to be organized

Archival structure/nodes. Data containers. File/folder structures and Per-item metadata

Folder

(sub)collection .
older
o

Data container

|—'—l|—'—l

Unit, department, teams, groups, Objects, experiments, packages,
content types... files....

_ .




How research content is to be organized

Workflows

*  Fine with default (No extended workflow)

. ° ~ - * Orthings like:
=] —> il kb A ) 'ﬁ' . NJ = — e Extract TAR then
Unique ID generation Structural information Malware scan Packaging ® Validate Baglt contents then
Integrity (hashes) generation Properties extraction Characterization Storage ° Verlfy |ntegr|ty then

* Load technical metadata from JSON then
* Create report

|—'—l|—'—l

Default workflow Extended workflows (optional)

_ .



How research content is to be organized

Compliance reports

= |n general, LABDRIVE adopts the simplicity and flexibility as paradigms.

= For example:
= |nstead of making a metadata field mandatory, we aim at creating a
metadata compliance report, that highlights when mandatory fields
are not there.
= |nstead of forbidding to upload a certain file format, we aim at
using a file format report, that highlights the file formats that
should not be used.

= |nstead of forbidding the upload of malware, the platform reports
it.

_ .



LABDRIVE Configuration
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Configuration

= Users and permissions
= @Groups
= Application permissions
= Content permissions
" Federated auth
= Automatic account creation
= Automated account configuration
" Permission audit:
= Effective permissions
= Users
= Security audit

_ .



Permissions

BY APPLICATION BY NODE BY CONTAINER

~ D Containers section D Create Container User is able to

D View deleted containers ~ D Read Container

the Container (but not ne

ancontaners. v [ read container User can

sarily its content)

D Read Container Log User is able to see its own and other user's actions in

- D Reports section I:l Update Container User the nt.
workflow, quota and other . - N .
Used space by Archival Structure . Run Core Functions User is able to run built-in core functions like bulk
D Delete Container U metadata edit, move content to other containers, etc.
Used space by Containers all its files or folde

Run User Functions User is able to run run-time defined user functions

Hashes . ~ .
Update Container User can change the Container metadata, details,

Storage use per Archival Node workflow, quata and other Container related settings.

o oo ad

Delete Container User can archive, permanently de the container (and

Storage use per Container
all its files or folders), associated metadata, events, versions and all related

Effective permissions audit

elements, ve or un-delete

This permission also allows the user to un-archi

Security audit archived containers.

but not change, files and metadata

O0O000oo0ooo

~ D Read Container Content User can s
ontainer. Versions for files, if they

Users D Write Container Content Metadata User can also
- P R—— i change fi
Configuration section g

inside the ist, are also visible (but can't

recover older versions of a file)
Manage Container Storage
class for the container, but is

Archival structure section

te files, but
st, can be

~ D Write Container Content User can create, overwrite and ¢
not to modify file/folder metadata. Versions for files, if they e
d (but not del

Submission areas section om one sto
N ed).

rec

Content tag section .
D Manage Container Storage User is able to define the initial storage

class for the container, but is also able to modify it or to transition
objects from one storage type to another.
storage status to another usually clears versions and deleted items,

Workflows section
As transitioning from one

Lifecycle policies section

File formats section this user is also capable of permanently erasing deleted items and

versions.

. . objec
Container metadata section

D Purge deleted items User is able to permanently delete already

Object metadata section L o . .
- ed items and older versions of existing files.

de

Users section

I:I Write Cantainer Content Metadata User can also create, de

O000000000040a

Groups section change file/ft rs metadata.
D Permissions delete User
Data Container Templates section permissions for this container. ~ D Permissions read User can see the permissions of other users to access
the container,
Functions section D Read Container Log w
the event. D Permissions delete User is able to add new users or groups to the

Federated Authentication section permissions for this container

D Run Core Functions User is able to run built-in core functions like bulk T o o

D Access methods section metada ent to other conta D Permissions write User can see and modify the permissions associated

I:I Manual saction D Run User Functions User ic fined user functi to the container (even for itself). IMPORTANT!: If you grant this
3 ac Use ed user func
permission to a user, the user is able to change its own permissions for
D API Doc section D Nocle Admin Lse - - nd e tthing else (so may virtually have any permission!)

perm

]
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Permissions

Permissions
It is possible to manage how users are able to access the content and this node,

Updating 53 permissions can take a few minutes.,

PERMISSION MODE

Permission:

PERMISSION MODE

. e — v Read Container User can see the Container (but not necessarily its content

Read Container Log U
the event.

[0 Read Container Log User is able to see its own and other user's actions in

Q]

Run Core Functions
metadata edit, mo

o run built-in core functions like bulk

contain

[0 Run core Functions

Run User Functions o run run-time defined user functions

Run User Functions Us

[0

Update Container User can change the Container metadsta, details, Update Containe

vorkflow, quota and other Container r orkflo

O
O o

Delete Container U

Read Container Content User can see, and metadata

le (but can't

Lt not change, i metadata

USERS AND GROUPS -

if they exist, a ble (but can't

of a file)

rwrite and

~ [¥] write Container Content Use
it ify file/fold

[ eurge deleted items

s of other users to access

v Permissions read U

the container.

Permissions delete User is able to add new users or groups 1o the
O E [ permissions delete able to add e
[ ermissions write v

[ rermissions write v

When creating sub-nodes or containers, the user can choose
between inheriting the parent permissions or customise.
Customised permissions override the permissions at a
previous level (whether it is a root node, or a sub-node).

~ Read Container User can see the Container (but not n iy its content

User and groups
permissions add to each
other when combined.
Therefore, if user A is given
individual permissions and
then assigned to a group
with its own permissions,
user A retains their
individual permissions and
adds the new ones given by
the group, regardless of
their old ones

Read Container Log User is able to see its own and other user's actions in
the event.

Run Core Functions
metadata edit, mo
Run User Functions

Update Container User can chang
rkflow, quota and other Contair

defined user functions

netadata, details

[ oetete container U

and metadata
isible (but can't

~ Read Container Content User can ut not change,

if they exist, are a

ﬁ

~ [¥] write Container Content User can cre
not to modify file/folder metadata. Ver

recovered (but ne

[J write Container Content Metadata Use IS0 create

~ [ rermissions read User car
the container

[ permissions delete User is able to a

[ rermissions write U

]
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Permissions’ Hierarchy

PERMISSIONS AT NODE LEVEL PERMISSIONS AT CONTAINER LEVEL

[ node Admin s

@ Inherit parent node permissions

FINAL USER/GROUP’S PERMISSIONS

(@ custom permissions
The user or group has the right to see and
manipulate containers A and B as allowed by
the defined parent node permissions.
However, custom permissions have been
selected for container C and left blank, which
leaves the user unable to see nor manipulate
the container.

]
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Configuration

= Archival organization
= Nodes
= Node templates

= Containers
= Concepts
=  Qverview
= Metadata
= Storage

" |ntroduction to metadata and metadata configuration
= How it works
= Schema
" |mporting/exporting

_ .



Operation
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Operation

= Create a container
= QUI
= API
= Uploading content
= Browser
= S3
= Downloading content
= Browser
= S3
= Searching
= QUI
= API
= Functions and Workflows
=  Qverview
= Sample
= AP|
= Storage

_ .



Operation - API

(Set your environment variables: APl key + S3)
(Offsets and limits)

List Archival Structure
Create an Archival Node
List Archival Node permissions
Edit Archival Node permissions
List groups
List permissions
Assign a permission to a group for an Archival Node

Create a container
List container metadata schemas
List object metadata schemas
List workflows
Create container

_ 2



Operation - API

Uploading content

Downloading content
The S3 way
The APl way
Listing objects (file/folder)
Downloading

_ 2



Operation

= Storage
= Reports
= Jupyter notebooks / snakemake / Custom containers

_ .
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